()

() *EHiH

| 1

0

=He

EHA: 2023-10-2

OpenAl: GPT S{ELi%

(KBIERIFRFIZIR)

B{EAIHE

XERINRIN (RRIALIEER) THEASEY
MiEF=mm. X B OpenAl BIE X1,

S 6 A3, OpenAl B TX—E#HB N

(GPT R{ESLH/GPT Best Practice) RIXHY;
BENAT L5 ChatGPT 32 EM%I5, Bt
BRI,

B, XBRABERMERERE. TE2AF
B, EEY, ERABRNRIBESN, HFAe—%
MR IER R AR, AAZRA LB EiEXLE
fEEMEREN, “getting better results from
GPTs”——it GPT AR HAAEMLE R,

RABNTEEEINFRNTHIFRhRES, FrAEA]
BN E#HITT EMHER, IHESNIEREE
H, HHET —EEFNEENTEREER5IE
FREVAGI, T XM“KBIEmZERIRRE 8
OpenAl: GPT R{E%HK,

ML AR DRI HEHNMFX DR

BtraeE 4R, Bl NRRIATIE M%)
(FRiEdh: BEMBRIRABE) o

BR
E—89 AARTIAREEL
ZERSY BIST,

RETSE5E

(R TIREEHP) T ASH Speakers
——PRIA%E #0 Rain, ThBIEDESIRY: 51E %5
ZIf. UM HackHouse BRI E#E,

OpenAl #ZFRIEXZF FEFIR

LA T#97E OpenAl Cookbook £ :

lib / T& Prompting libraries & tools

R 1A #1248/ Prompting guides
FL4TR Video courses

B Papers on advanced prompting to
improve reasoning

B9+, OpenAl Community Bt AR ZE R
!

XF @Al I—1])

BFITRUHANEAMBER Al HEIEEHNF
SMIF? XTREERR—ESRNRIET
MY SHEEN—TEEHD.


https://github.com/openai/openai-cookbook
https://github.com/openai/openai-cookbook#prompting-libraries--tools
https://github.com/openai/openai-cookbook#prompting-guides
https://github.com/openai/openai-cookbook#video-courses
https://github.com/openai/openai-cookbook#papers-on-advanced-prompting-to-improve-reasoning
https://github.com/openai/openai-cookbook#papers-on-advanced-prompting-to-improve-reasoning
https://github.com/openai/openai-cookbook#papers-on-advanced-prompting-to-improve-reasoning

MR OpenAl Playground 24, [EAMB? HMNBEL TREERR) AR, B &iEEE
ST BERZHARRKH Speakers iEBTNE,
KSR IX S BN ERIBI(F iR

B—ab7? 7 KREEHE

A EERR B R ERNZOE R RS

Six strategies for getting better results

This guide shares strategies and tactics for getting better results from GPTs. The methods described here
can sometimes be deployed in combination for greater effect. We encourage experimentation to find the
methods that work best for you.

XE—1ErE. HA1FIHT —LREEAEIG, ENsFEEIRM GPT AR EIEIFAvRMHER, i 15Mm
rZR--BIECRERE, HHEGENKI,

Some of the examples demonstrated here currently work only with our most capable model, gpt-4. If you
don't yet have access to gpt-4 consider joining the waitlist. In general, if you find that a GPT model fails at a
task and a more capable model is available, it's often worth trying again with the more capable model.

BLERAMREERMREEEER gpt-4 LAY, iBF, RERE—ATMER, RAEMEERNVEEF
A, B —RREZEWIRAERIRE,

%1 FNEECE4, MEFR Of - 3EMf: “RFFiiin"EIHIH
il

Include details in your query to get more
relevant answers

11 {REEHATS, HthsEys

Write clear instructions

GPTs can’t read your mind. If outputs are too
long, ask for brief replies. If outputs are too
simple, ask for expert-level writing. If you


https://platform.openai.com/docs/guides/gpt-best-practices/six-strategies-for-getting-better-results
https://platform.openai.com/docs/guides/gpt-best-practices/write-clear-instructions

dislike the format, demonstrate the format
you’d like to see. The less GPTs have to guess at
what you want, the more likely you’ll get it.

Bt E IR GPT, REEHA,

GPT ARRDAK,

A, EfMIB. FMUBNARZENFT, Wi
BimghiE, ERiRE

o REIHAK? BMER, B2,

o MIHARE? BRIES, HWETRE
B9

o WEIALF? BEEBMF.

fRLERIRIORBIFFEL, LRMEBIT,

02 T45 GPT &iFEiEMHL

Provide reference text

GPTs can confidently invent fake answers,
especially when asked about esoteric topics or
for citations and URLs. In the same way that a
sheet of notes can help a student do better on
a test, providing reference text to GPTs can
help in answering with fewer fabrications.

GPTEEBREER.

BRERX: LWRLIINRE. FE51/H, F
BN HER A,

FAVEEE, RENNEHATR, BE—KR
FESATR, BRI EIE R,

AR E XS F AN 2E R B ER EL Ao

Ask the model to adopt a persona

1.2 {HAGHE, —HIRTA

Use delimiters to clearly indicate distinct parts
of the input

1.3 EASRNTS, PAMIEIEMIEX SR
Specify the steps required to complete a task

1.4 BESE, (FECRIFHATRERA
Provide examples

1.5 SLENHIF

Specify the desired length of the output

1.6 P—TIREESKINER

02 - JEfR: “REHiEME"HIRID

Instruct the model to answer using a reference
text

21 ERFFEAIFMEHES , FHBE

Instruct the model to answer with citations
from a reference text

2.2 EINER: B3R GPT HISIBRLEME R
BRI 3F



BABEE, BIRN“FFEME"% GPT #ilGd
%, HEYIRRMEROIZIHE, EMF

03 NHEERESHFBEMFIES

Split complex tasks into simpler
subtasks

Just as it is good practice in software
engineering to decompose a complex system
into a set of modular components, the same is
true of tasks submitted to GPTs. Complex tasks
tend to have higher error rates than simpler
tasks. Furthermore, complex tasks can often
be re-defined as a workflow of simpler tasks in
which the outputs of earlier tasks are used to
construct the inputs to later tasks.

AERGAANEMNTEEEE, KBS
IFENFESS, BIFEEARNT R,

it GPT #ES—1¥. EEF—IKESE
2%,

FREFR, —ME—IH, RMEZLE.

04 TRFGPTEE—T,

Give GPTs time to "think"

If asked to multiply 17 by 28, you might not
know it instantly, but can still work it out with
time. Similarly, GPTs make more reasoning
errors when trying to answer right away, rather
than taking time to work out an answer.

03 - fEf: “fESSHRAE"BVEIS

Use intent classification to identify the most
relevant instructions for a user query.

3 ERAEESE, FRERENRET

For dialogue applications that require very long
conversations, summarize or filter previous
dialogue.

3.2 IRZB—ERRKMINE, AIUEEN EX
BFh 245N,

(Ef2EE(FA, BHLLIBX)LIEET)

Summarize long documents piecewise and
construct a full summary recursively.

3.3 BEHOE, EEPERBE, BIAMESR
BERE

04 - JEfR: “RIFEBE"RIKIS

Instruct the model to work out its own solution
before rushing to a conclusion.

4143838, itekEacE

Use inner monologue or a sequence of queries
to hide the model's reasoning process.

4.2 QiIRRZ%: FEZZHEBIENINRE


https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-intent-classification-to-identify-the-most-relevant-instructions-for-a-user-query
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-summarize-long-documents-piecewise-and-construct-a-full-summary-recursively
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-summarize-long-documents-piecewise-and-construct-a-full-summary-recursively
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-summarize-long-documents-piecewise-and-construct-a-full-summary-recursively
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[, GPTHREMRETE, BEREERFK
R, MEBHE.

05 M{EBhIMEBEY T A

Use external tools.

Compensate for the weaknesses of GPTs by
feeding them the outputs of other tools. For
example, a text retrieval system can tell GPTs
about relevant documents. A code execution
engine can help GPTs do math and run code. If
a task can be done more reliably or efficiently
by a tool rather than by a GPT, offload it to get
the best of both.

BAE{MIT A% GPT #MEIR,
XA ERRY, eSS IFCPTHIL X EE,;
33512, BhesEiHmrg,

REATAMEER. ER, M3£REGPT,
WELES, EAEEFHINR.

06 THLuihfl—Lescls)

Test changes systematically.

Improving performance is easier if you can
measure it. In some cases a modification to a
prompt will achieve better performance on a
few isolated examples but lead to worse overall
performance on a more representative set of
examples. Therefore to be sure that a change is
net positive to performance it may be

Ask the model if it missed anything on previous
passes.

4.3 RERE—E: B, RELEREE

05 - ZEff: “FIA TR EEIS

Use embeddings-based search to implement
efficient knowledge retrieval.

5.1 AR EHEE B IREL TR
(Embeddings-based search)

Use code execution to perform more accurate
calculations or call external APIs.

5.2 fifEiItEREE: HiTHREE. @ API
Give the model access to specific functions.

5.3 {#M Function-Call, EK¥ER

06 - FEMf: “SEIE"FEI5

Evaluate model outputs with reference to gold-
standard answers.

6.1 MEIRB R VEHE, FEEF—TRF
HLGRER, RUSTinE



necessary to define a comprehensive test suite
(also known an as an "eval").

FTEMMEREE, Ei'S Prompt KR,
FARFHRIA— T 2T,

AR BARIAET prompt, ENMHIEGIF
BHEMRAFHE, ERACERMEE,

FRLL, BEMEMNIER BN, RIFk
FERE—RNUEAES EMNEXTRA
g eval") o

B89y mILAL

T EIRERE & AfREA

Tactics

Each of the strategies listed above can be instantiated with specific tactics. These tactics are meant to
provide ideas for things to try. They are by no means fully comprehensive, and you should feel free to try

creative ideas not represented here.

TEFHOESMRIGENEBLAL T, FEAMISTHERBRRMH—ERRSE, S, XRZEHD
ERIT. HERRETIE, ZHSMEITKSHENESEEE.

AAKE 01 MEARCEMA, MERHFRR

Write clear instructions

11 1;]'\'ﬂi#émqﬁ ’ Eﬁﬁtﬂ%}tﬂ&? Include details in your query to get more relevant answers


https://platform.openai.com/docs/guides/gpt-best-practices/tactics
https://platform.openai.com/docs/guides/gpt-best-practices/write-clear-instructions

In order to get a highly relevant response, make sure that requests provide any important
details or context. Otherwise you are leaving it up to the model to guess what you mean.

ANTRBEERXNEE, REFLIEEEMRT —EENATR LT SN, RS LERRENIR
HERT,

XAE AR KT

How do | add numbers in Excel?
EATE excel BiNE?
Summarize the meeting notes.

BERMTRINLE,

#h3E R
FRSHIFLSER, WRENSHANKIEA, BHERKIHRA,

ZZREE, ERZMBMIFENL
TR
RIEFE Excel Ef—MEEARWAR, 17

BRI—TERLEE, EESITHEBLE
FHIHETRIR .

LBt ChatGPT BYEIE:

YA LUBMRTI—MRIRER, UTR— T ERNHEHE
AR EFRER, EPEETHRESTHEBHFFY
HETHAI:

HEAR | B | SHEH | FFIHE | BHEFY
HER




K= |1 |5000 | 60000 | =C2-D2
K= |2 |6000 | 60000 | =C3-D3
3k= | 3 |5500 | 60000 | =C4-D4
ZPM |1 |4500 | 55000 | =C5-D5
Zfq | 2 |7000 | 55000 | =Cé6-D6

ZPg | 3 |6000 | 55000 | =C7-D7

FLRERF, "HEAR ' FIRATIRAGMHEAR
&M, "B VIRITREETFENA D, "HE
FIREBTHEARESTAMNHEEDR, "ETI9E
ETTIRHEESMEEARNETIHER (R’
600008,55000) , "BHEFYHEM TIRITES
TMHEARS I ANESBHEHIEETHIE R,

{RA] LURIESC PR B A B ERPARIEM AN HFEX
MERXSRE !

1.2 %ﬁ@;ﬁﬁ 9 —E"[E!&m Ask the model to adopt a persona

The system message can be used to specify the persona used by the model in its replies.
RYUEEREMAR? TUARIEE—1“Persona”, FEBERNEHFENNAITS,

Persona XMARHN TIEENRXZE ER". AJUEFREEXNNEEABINE, MEH LT —HF
ERHREA”, BEXM EAE"RKE5HAFPRM. T Persona A—ER: XX A (Ebi0: FTHUTLE



8) « XXERW (bein: —PhZEENW) . WAIUE—MXE". FINER. MR KiFs.

ChatGPT E—1EIARY SYSTEM Prompt: You are a helpful assistant.

“—PNRTBIARBIF” ERLZE ChatGPT RN “ER”/“AR”, FILlESRNEMERRIR LA,

{RE]LATE Playground Z&E % Knit XM TREEEEX 1 SYSTEM Message, ABIBRIEEBRT
EIFMRM S 7E USER BEH, X2—M#MevieriaA£.




M1
HNBRIIHGE— helpful assistant BIRE, il —NSHOISEL, SEEMIR MEE,

XPMHERMRFER RIERIEIE,

— MR EL IR

SYSTEM (HZiIgEER)




You are a mischievous courtier with the intent of

causing confusion and not being helpful at all.

E-MEARGENEE, BNEHERE, —<#BF
BRI,

USER

BAREHI— T IoRNERE?

GPTEE

, ERISRAERLE? PR RFNZEER
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“zcAfl 2
WA LUXHE:
SYSTEM Prompt FARGHERE + FiEME;

USER Prompt AXRIREAFNEEEK KR,




1.3 Em ﬁl‘ﬁﬁ% ’ Hﬂﬁﬁiﬂiﬂii*ﬂiﬁﬁﬁﬁﬂﬁ Use delimiters to clearly indicate distinct parts of

the input

Delimiters like triple quotation marks, XML tags, section titles, etc. can help demarcate sections of text to be
treated differently.

SRS (ATLERSM, Lil=55. XMLFE. ETinEE) BNER,
A UEMEREX D HARNXAE, BiTFiREHERE,

fRelgesil: XAIARKIE?

For straightforward tasks such as these, using
delimiters might not make a difference in the
output quality. However, the more complex a
task is the more important it is to disambiguate
task details. Don’t make GPTs work to
understand exactly what you are asking of
them.

WFXEFBBNES, XERE—K, BTA
DR, MR AK,

B, ESHEES, HRMESHTIAIE
BE, REFAELL GPT 2= IEMEIRAY
EXR,

#h3E Rl
TEE—MERER— SR

XAG AR KT

MRXERA—E, THEINRIRMUT ARV
BT, RITITARRREY R, BREAgS




EREE. thil, RESMENED, NELR
RXEERN—R.

MRXDAERE, RIASMFIMIT TR
Big, SBRHNERINHE R,

FREL, DRSS ENEUER.

1.4 ﬁﬂ%ﬂiﬁ% ’ 1’]'{ E a%&}ﬂﬁﬁﬁﬂ: Specify the steps required to complete a task

Some tasks are best specified as a sequence of steps. Writing the steps out explicitly can make it easier for
the model to follow them.

BEASHEHER—=, RFBAMKEES R, RS HIE, JUEREERZMER,




XAE AR KT

BREXEXEERP. XE: BEEEER. 5t
B AEHE, MEMEF#THHE, HBHoEs
WARREIGE, EIFCEIMAFERXHRIAS MR,

<[FX>Some tasks are best specified as a
sequence of steps. Writing the steps out
explicitly can make it easier for the model to
follow them.</[RX>




XBEERHSRNXR:

FRTHGR

<IECHBEESMGERIRR. Bty IHxXED
B, BAEREENER. </iFX>

1.5 %éﬁﬁﬂﬁ‘ﬁﬂ? Provide examples

Providing general instructions that apply to all examples is generally more efficient than demonstrating all

permutations of a task by example, but in some cases providing examples may be easier. For example, if you
intend for the model to copy a particular style of responding to user queries which is difficult to describe
explicitly. This is known as "few-shot" prompting.

KM DERIRTTS %o

ARM GPT WBEHEHE, FIReRHEHCRTHERTHRER RN EA prompt”s HARME, EAL
ERRS, EEFTERFTERERNR,

B8, BpiE, BE—NMFFFmEET, XAERHIFEREEBIINE, i, WRIFEILIEEFEZLL
KMFERN D NRINAF S, mXMANRETERIESTE.



XEHRMEZENLNF (DEFEX) o FIFEY, MARIF/LIMHIFERM, RAREECRERES
HHE EXEBIRERERXE) o

5 Rl
SERXEREERNRITE, BURET A ESRE, NE RO HRAE.

MET: BRFNZERIAETEF, FE7RIEMRE, SUEARTRIXMTENEEZ AR
—-XMERERESHR, ERESHARERHILLRRIAL,







1.6 iH_-Fﬁ'\':*‘gggﬁﬂggﬁ Specify the desired length of the output

You can ask the model to produce outputs that are of a given target length. The targeted output length can
be specified in terms of the count of words, sentences, paragraphs, bullet points, etc. Note however that
instructing the model to generate a specific number of words does not work with high precision. The model
can more reliably generate outputs with a specific number of paragraphs or bullet points.

RA] LA AR B 4% IR (R A8 22 B9 4K B Kt S s
HONATLUEENS: RiAH. 9FH. BERHEESH (bullet points)
B2 REHLERR token HEKRBR, PRUMRGR RIAL", LTHENFE, REAELR

#hFEAFI:  (RETget) EEERIXFHRINGE



https://platform.openai.com/tokenizer

KK 02: T4 GPT RifiEH L

Provide reference text

21 E??Eiﬁliiﬂﬂ{’ﬁ% ’ *;:Fm%: Instruct the model to answer using a reference text

If we can provide a model with trusted information that is relevant to the current query, then we can instruct

the model to use the provided information to compose its answer.

MRMFLURERX, MEKESE, BYBHEEREXERK GPT,

XIFRRE] AL GPT #8EMN, it EfERRXESRAMEIE,

TEHNAFE, MREXERFIWNEEES, Mik GPTRFME (XFRLEERITFHEREER) -




MR ETXXKERS...

Given that GPTs have limited context windows, in order to apply this tactic we need some way to dynamically

lookup information that is relevant to the question being asked. Embeddings can be used to implement
efficient knowledge retrieval. See the tactic "Use embeddings-based search to implement efficient

knowledge retrieval" for more details on how to implement this.

BT GPTHI ETXEOREMREY, FIUGRIFSIAN—MTE, LIERSH FHAIEER HAYREAE X
BfER. BT Embeddings IR LIFBIFA SR RAIR. XER SRV,

2.2 iE?JI]ESR: E}%}Eiﬁliﬁﬁ*ﬂiﬂgﬁ;‘c% I Hj* Instruct the model to answer with citations

from a reference text

If the input has been supplemented with relevant knowledge, it's straightforward to request that the model
add citations to its answers by referencing passages from provided documents. Note that citations in the
output can then be verified programmatically by string matching within the provided documents.

MRFANVATENRAR, BELELEETHEXPIAR, BABRRRBEEOZRSIAREX, MRES.
SRR Z B A LU R MBS P T F AT R LR RIEF L IIEERT
ATEXFRTAE, EBIN5IRRXHNEK:



https://platform.openai.com/docs/guides/embeddings/what-are-embeddings
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval
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ANKIRIE 03 " IES IS HMRLFIES .

Split complex tasks into simpler subtasks

31 ﬁm%ﬁ% 9 *ﬁﬁ“?ﬁﬂ]&ﬂﬂ'\]ﬁ% Use intent classification to identify the most relevant

instructions for a user query

For tasks in which lots of independent sets of instructions are needed to handle different cases, it can be
beneficial to first classify the type of query and to use that classification to determine which instructions are
needed. This can be achieved by defining fixed categories and hardcoding instructions that are relevant for
handling tasks in a given category. This process can also be applied recursively to decompose a task into a
sequence of stages. The advantage of this approach is that each query will contain only those instructions
that are required to perform the next stage of a task which can result in lower error rates compared to using a
single query to perform the whole task. This can also result in lower costs since larger prompts cost more to
run (see pricing information).


https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-intent-classification-to-identify-the-most-relevant-instructions-for-a-user-query
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-intent-classification-to-identify-the-most-relevant-instructions-for-a-user-query
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-intent-classification-to-identify-the-most-relevant-instructions-for-a-user-query
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-intent-classification-to-identify-the-most-relevant-instructions-for-a-user-query
https://openai.com/pricing

EXERES: ANATERNERRS, FAIUZEXFE-—TMESHTERS MRI prompt.

XB, HA—EES—1EKE prompte FATAILL: REFEE, BIRIEDSEHRIFR prompt.

EBEal: gL MR, RIIMEBEENEMESE, B8 prompt. iR rEY3, #EE)
BEZSDRAIADNER

Wbk 1. BN ERNEESRIT T —FESHRENIES, SA—EBRITENMESEL, fREES,
2. token BV, PR




3.2 NRE—ERILRKEINHER, LAHAITBIREFIRESIF—EE For dialogue applications

that require very long conversations, summarize or filter previous dialogue

Since GPTs have a fixed context length, dialogue between a user and an assistant in which the entire
conversation is included in the context window cannot continue indefinitely.

There are various workarounds to this problem, one of which is to summarize previous turns in the
conversation. Once the size of the input reaches a predetermined threshold length, this could trigger a query
that summarizes part of the conversation and the summary of the prior conversation could be included as
part of the system message. Alternatively, prior conversation could be summarized asynchronously in the
background throughout the entire conversation.




An alternative solution is to dynamically select previous parts of the conversation that are most relevant to
the current query. See the tactic "Use embeddings-based search to implement efficient knowledge
retrieval”.

GPTHETXKERFIZLEN (BMNENEELTXEOR) . BEMER: MERELRKUET
%o GPT AEIREIR(E—], (REZEEHEAIERREYIRC HATRY B FXRERE, XA ARREME,

XN, BIVMBRDE ER—HERTRFGIEH 2SS ZAFIHENES —— M aRRE.

SRARATRE— KB KEREN, JUMEA—TMERIRSENEN 8D, AEKBZATNENEE
MANRFHBH—ED. HE, WAUEREMHEIEP, EEEFRD ZEZRIRNTIE,

FI—NDER, EBESHPHEIHERS HREIREXAIXAR, REFTUEE T H embedding 2
o e N

3.3 ﬁﬁﬁ%ﬁﬁ}i*’:‘i 9 #iﬁﬁﬁ'}ﬂﬁiﬁmﬁ?&%}ﬁi Summarize long documents piecewise

and construct a full summary recursively

Since GPTs have a fixed context length, they cannot be used to summarize a text longer than the context
length minus the length of the generated summary in a single query.

To summarize a very long document such as a book we can use a sequence of queries to summarize each
section of the document. Section summaries can be concatenated and summarized producing summaries
of summaries. This process can proceed recursively until an entire document is summarized. If it’s necessary
to use information about earlier sections in order to make sense of later sections, then a further trick that
can be useful is to include a running summary of the text that precedes any given point in the book while
summarizing content at that point. The effectiveness of this procedure for summarizing books has been

studied in previous research by OpenAl using variants of GPT-3.

GPT W ETFTXEKEREER.
XEMKRE: FREERERIHEHR, B4H, KEBI“L TYXKEREERBEEKE”, XA,

HBRE, MRBLZE-RIFERIE, bil—&H, HTATUFBA—RTIE prompt KO3 24530
MENET, BTETNREAUSHETE—E, ARBXHITES, BRHENRE",

XS] LR AHIT, BB N NERTE LSS,

MRFEAVANEETHEESREFEEENET, BATUELEENRNARH, 88 LaERE.


https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval
https://platform.openai.com/docs/guides/gpt-best-practices/tactic-use-embeddings-based-search-to-implement-efficient-knowledge-retrieval

OpenAl ZFiF GPT-3 i £ MBI, RN T BAXMBESHES EMXELENER L.

HIZHE

BAUTXARE—ERNREE, BROEELT
X, FAEBBENETHIXE,

[HENTERAINA]

AAER 0L "RIFGPTEE—T .

Give GPTs time to "think"



41 éﬁﬂifl‘ﬂ_l ’ 'IJ:'E;E E EI,.*E\ Use inner monologue or a sequence of queries to hide the model's

reasoning process.

Sometimes we get better results when we explicitly instruct the model to reason from first principles before
coming to a conclusion. Suppose for example we want a model to evaluate a student’s solution to a math
problem. The most obvious way to approach this is to simply ask the model if the student's solution is correct
or not.

But the student's solution is actually not correct! We can get the model to successfully notice this by
prompting the model to generate its own solution first.

EHMSRFREFNER. ETHRENEFREBLZH#HITHIE, AEBFEHESC,

Eegnit, HAVRILRETFRE— N ZEMBFET,. RERNMEME: FRtERE, FENEREYR
o METREL—F, HEFEMET! ERREANT,

MRIFETRAL—HF, HREEECH—ER, EMEMRIHMETEIX—R,.

Foik GPT f#d, BHE, M7

FISEREA: EXNRFERHEWRENET,
810 5T 100, 1BRE GPT &KAREIX—
=1

el

NRiL GPT HEBE—EH, M=z EEE,
F=BFH.

+ i X—E& prompt:

BRBHIRE CRRAXNEANNE ARRBIMEESR
S5FEMBERBITHR, TEFENERESER. £
fRECHMTEXERAZH, FEREFENERESIE
o




BRZAS: 100 x +250 x +100000 + 100 x = 450 x +
100000

4.2 RiIRAE: FERBHIZDIERRVIRE

The previous tactic demonstrates that it is sometimes important for the model to reason in detail about a
problem before answering a specific question. For some applications, the reasoning process that a model
uses to arrive at a final answer would be inappropriate to share with the user. For example, in tutoring
applications we may want to encourage students to work out their own answers, but a model’s reasoning
process about the student’s solution could reveal the answer to the student.

Inner monologue is a tactic that can be used to mitigate this. The idea of inner monologue is to instruct the
model to put parts of the output that are meant to be hidden from the user into a structured format that
makes parsing them easy. Then before presenting the output to the user, the output is parsed and only part
of the output is made visible.

E—EHT, ERIZFRFZE, R E M —EHIEERE AR

XEBHR—IHENAMN. MRGFRERSRL, TRFESZMFEEBCHHEER. EREXEECH
—iEH, MREXMFRIRHE LR, ATESEEPHESSE,
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BRE. A, FiERLERTAAFPZE, Bii—TXRAEL, RERTRESFEETNIBED.
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FoH BEENBIENRERHITIR, HFERENEHE. (BEMAFBEEERMSFEE. )
FB=F: R\, RERIFLFE: BT MARREMNE, XN T HEESRR.

XE, RS AE—NMEINSINEE". EXETRTHEREN, FERRBIRE—THIRG.

XBARERBEM, MARUKE T E— prompt, LEIIRATEERERITMEI—1 RS, 88—
TEHFTIRNER. HEAEFE- T REEREEXNEE,

B BRIREIRTIEMT:
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XN ABIEEEARH, E—RENIHEEME, OpenAl EXANNZREEET? HELEFARIEHLATLL
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FHM-ENAHRE, WNEFRS. FREFNEREINS, XMRBUEEBRSAF AR, it
b th B INE A 5 T2,

NFALRENTREERR, EBERIARURNARTRENEEIIZEEREERN, SRAIUEPHER
S AT B4 E RV R RMAT A,

4.3 EEEETEJE_E: u;z, ﬂﬁﬁ‘}ﬁﬁiﬁﬁﬂﬁ? Tactic: Ask the model if it missed anything on previous

passes

Suppose that we are using a model to list excerpts from a source which are relevant to a particular question.
After listing each excerpt the model needs to determine if it should start writing another or if it should stop. If
the source document is large, it is common for a model to stop too early and fail to list all relevant excerpts. In
that case, better performance can often be obtained by prompting the model with followup queries to find
any excerpts it missed on previous passes.

RIEANNLRESEEMEMDEERR, RESENRAGXNEXHEE, BE4LF%(T
BYH—MEEfE, REFERERHRLETIHT—1, BEMILEL,
MRZHRERK, REBEIIEMETR, FRVITFABERXIHEE.
XMEBATARNEKRAXE—KK, GPT mfaiMsIRE.

XANEHE, RIEIFE: W, EgM5ER! XrERRFEE, ERBHEER.

RRM5EESS, BEXR—E.
(ERAJEEZFETIE)
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Strategy: Use external tools

5.1 FHEF embedding FIEER LIS MAIENIRIEZE Use embeddings-based search to

implement efficient knowledge retrieval

A model can leverage external sources of information if provided as part of its input. This can help the model
to generate more informed and up-to-date responses. For example, if a user asks a question about a specific
movie, it may be useful to add high quality information about the movie (e.g. actors, director, etc...) to the
model’s input. Embeddings can be used to implement efficient knowledge retrieval, so that relevant
information can be added to the model input dynamically at run-time.

Atext embedding is a vector that can measure the relatedness between text strings. Similar or relevant
strings will be closer together than unrelated strings. This fact, along with the existence of fast vector search
algorithms means that embeddings can be used to implement efficient knowledge retrieval. In particular, a
text corpus can be split up into chunks, and each chunk can be embedded and stored. Then a given query
can be embedded and vector search can be performed to find the embedded chunks of text from the corpus
that are most related to the query (i.e. closest together in the embedding space).

Example implementations can be found in the OpenAl Cookbook. See the tactic “Instruct the model to use
retrieved knowledge to answer queries” for an example of how to use knowledge retrieval to minimize the
likelihood that a model will make up incorrect facts.

(XERBEFER)
REF LR ANEERFEECHNEN, XFTLUMEHERE. EMAISERIEIZ,
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5.2 %Eﬁﬁﬁﬁﬁﬁﬂgﬂiﬂﬁt FH{'EEEL EE'}EI APl Use code execution to perform more accurate

calculations or call external APIs

GPTs cannot be relied upon to perform arithmetic or long calculations accurately on their own. In cases
where this is needed, a model can be instructed to write and run code instead of making its own calculations.
In particular, a model can be instructed to put code that is meant to be run into a designated format such as
triple backtics. After an output is produced, the code can be extracted and run. Finally, if necessary, the
output from the code execution engine (i.e. Python interpreter) can be provided as an input to the model for
the next query.

Another good use case for code execution is calling external APIs. If a model is instructed in the proper use of
an API, it can write code that makes use of it. A model can be instructed in how to use an API by providing it
with documentation and/or code samples showing how to use the API.

WARNING: Executing code produced by a model is not inherently safe and precautions should be taken in any
application that seeks to do this. In particular, a sandboxed code execution environment is needed to limit
the harm that untrusted code could cause.

(XERBEZEFEF)
GPT BHERIREREIL. ARKINITEE, EREWUEETER .
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5.3 Em function-calling P @?&ﬂam Give the model access to specific functions.

The Chat completions API allows passing a list of function descriptions in requests. This enables models to
generate function arguments according to the provided schemas. Generated function arguments are
returned by the APl in JSON format and can be used to execute function calls. Output provided by function
calls can then be fed back into a model in the following request to close the loop. This is the recommended
way of using GPT models to call external functions. To learn more see the function calling section in our
introductory GPT guide and more function calling examples in the OpenAl Cookbook.

(XESBEFER)
API RVFRTE IR KRBT B — R T R B
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EILGPTERIANRRER, XA EENREILE, BRNTHRIIE, TE GPT N HEEEMREUERS
9, ®F OpenAl Cookbook B,

ANKERE 06: AL

Test changes systematically

6.1 FHIER MmN, FEMRF—NESIREIZEE Evaluate model outputs with reference to

gold-standard answers

Suppose it is known that the correct answer to a question should make reference to a
specific set of known facts. Then we can use a model query to count how many of the
required facts are included in the answer.
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2, A[IERIER! (Model)
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3. IBTIF4H (Prompt structure)
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